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• Public Customer Service AI assistant

• Operates within strictly regulated 
businesses

• Certain responses/topics not allowed

• Grounded in knowledgebase

• Integrate with existing customer 
service solutions

Case



Retrieval Augmented Generation (RAG)

Application Orchestrator

Retriever over 

Knowledge Base

Query → Knowledge

Prompt + Knowledge →

Response

Large Language 

Model

Data Sources
(search, files, databases, storage etc.)



Prompt Template

You are an assistant that helps the company employees with their healthcare plan 
questions and internal policies. Be brief in your answers.
Answer *ONLY* with the facts listed in the list of sources below. If there isn't 
enough information below, say you don't know.

Sources: 
{{sources}}

Question:
{{question}}

Chat history:
{{history}}

Context data, retreived from data sources

Previous conversation, for context

User question

Retrieval Augmented Generation (RAG)



Risks with Generative AI

Harmful content 

& code

Jailbreaks & 

prompt injection 

attacks

Ungrounded 

outputs & errors

Copyright 

infringement

Manipulation & 

human-like 

behavior



Testing LLM Applications

Process
2 * 2 4

3 * 7 21
Verify

Chat
”What is our policy for XXX?”

”Since 2025-01-01, 

our policy for XXX is 

YYY” Verify

Knowledgebase

search



•Complying with regulations
• Some topics should be avoided completely

• Certain topics can be OK, but response needs supervision

•Content

• Integration with existing customer service flows 

•Understanding usage and feedback

•Performance/Latency

•Prompt Engineering / AI Orchestration

Case Challenges



AI Orchestration

LLM

Knowledge Tools Memory

Input Output

• Many existing frameworks
• LangChain/LangGraph

• LlamaIndex

• Semantic Kernel

• AutoGen

• CrewAI

• …

Orchestrate calls to internal knowledge and tools based on user intent



AI Orchestration

API

Search 

Knowledgebase

Analyze & Modify 

Response

Ask For

Feedback

Show 

DisclaimersFollowup Questions

Update 

References

Fetch Store Information

Annotated

Response
Question

Verify References 

(groundedness)

Plugins/Tools Post-processing

Customer Service 

Handover

Response

…..

…



Prompt Engineering examples



• Follow established best practices

• Split into multiple, smaller, prompts

• Re-evaluating response improves quality and 
compliance

• Use “Few Shot” learning

• Use multiple models (gpt-4o, mini..)

Prompt Engineering 
Notes



Content Ingestion

Data Sources Data cracking Chunking

Azure OpenAI AI Search

Vectorization Index

Embedding model



AI Search

RAG – Hybrid Search

Search Query

Vector 

Search

Keyword 

Search

Index
Relevant chunks

Fusion
Semantic

Ranker

Top (n) results



• Content quality is cruical

• Evaluate suitable top(n) search results/chunks
• Depends on content

• Affects token count => latency & cost

• Tag/Categorize content to reduce search scope
• Let LLM analyze which tag/category it should use as search filter

• Improves search relevance, especially with overlapping/similar content

• Use Semantic Ranker for better search relevance

Some RAG Notes



Responsible AI



•Fairness

•Reliability and safety

•Privacy and security

• Inclusiveness

•Transparency

•Accountability

Responsible AI



Department of Human 
Evolutionary Biology, Harvard 
University

LLMs have the least cultural 
distance with “WEIRD” 
countries = 
Western, Educated, 
Industrialized, Rich, and 
Democratic societies. 

Which Humans?

https://scholar.harvard.edu/sites/scholar.harvard.edu/files/henrich/files/which_humans_09222023.pdf



Average holistic thinking style across 31 human populations (yellow) and GPT (purple).



•Fairness

•Reliability and safety

•Privacy and security

• Inclusiveness

•Transparency

•Accountability

Responsible AI

How can we make sure our chat bot is:

Complying with regulations and brand 

guidelines

Avoiding certain topics completely

Answering on the right side of things when 

in grey area



Testing LLM Applications

System 

Prompt

”You are a helpful assistant that ….”

User 

Prompt

”Please summarize all meetings 

yesterday..”

LLM
Generated 

output

LLM
System 

Prompt

”Is the response grounded from the sources?”

”Is the tonality in line with the guidelines?

…..

Evaluation 

Score (1-5)
Evaluation 

Score (1-5)
Evaluation 

Score (1-5)



•Can help you automate evaluation and monitoring of generative AI 
solutions

•Built-in or custom evaluators

• In our example:
• Groundedness evaluator  - how well is the answer grounded from the context
• Relevance evaluator - how relevant is the answer based on the question
• Similarity evaluator - how similar is the answer compared to ground truth

Custom evaluator: Guidelines check – how well does it follow company 
guidelines

AI Evaluation SDK and AI Foundry (MS)





A lot of alternatives to choose from



Evaluation process

Iterate with 

manual feedback

Automate the 

process to scale

Experiment

loop

Manual evalDataset

Systematic evalsMonitor usage

AI model

Gather real world 

datasets

Fix issues add

new test cases



Producing the testdata

{"query": "Can I order an item that is not in the assortment?", 
"response": "Yes, you can order an item that is not in the assortment. Contact your 
store or customer service to place an order.", 
"ground_truth": "Yes, you can order an item that is not in the assortment", 
"context": "Yes, you can order an item that is not in the assortment. Contact your 
store or customer service to place an order.", "total_tokencount": 9823}

Create questions and ground truth, 

get response manually / automated 

Generate syntethic data

automate getting response

Fetch actual chat history

Run evaluation
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Extra Slides



Feedback Loop



•Capture and understand user feedback

•Understand quality of content

•Detect missing content

•How can we optimize for user satisfaction 
and efficiency?

Feedback Loop



Insights / Needs

•Which content are being referenced the most?

•Where do we have the most positive/negative feedback?

•Which conversation topics leads to handover to custom service?

•Are we lacking content?

•Dig into chat message history



Few shot example (AskForFeedback)
You are an AI assistant working for Systembolaget. Your task is to look at a chat history between a user and 
another AI assistant and analyze if the user has received an answer that we want feedback on.
We want feedback on our content from the knowledge base so that we can update it if the user rate the response 
as not informative enough. 
--- Omitted for brevity ----->

The only acceptable responses are 'true' or 'false', nothing else.

Follow these steps:
1. Analyze the chat history step by step and the final assistant message
2. If the final assistant message consists a question to the user if they wish to talk to customer service, 
respond with 'false'
3. If the final assistant message consists only of a follow up question, respond with 'false'
4. If the final assistant message consists only of a question, respond with 'false'
5. If the final assistant message consists only one or more questions, respond with 'false'
6. If the final assistant message contains information about a solution to the user's question or problem, 
respond with 'true'
7. If none of these apply, respond with 'false’

history: 
{{chat_history}}

final assistant message:
{{final_message}}

assistant response:



Few shot example (AskForFeedback)
## Example 1

history:
User: jag fick aldrig min beställning

final assistant message: 
Du kan se dina beställningar på ordersidan [1]. 

assistant response:
true

## Example 2
history:
User: Hej, hur mår du idag?

final assistant message: 
Jag mår bra tack! Hur kan jag hjälpa dig idag?

assistant response:
false

## Example 3
history:
User: Köpte ett vin igår som inte smakade bra

final assistant message:
Det var tråkigt, vill du reklamera det?

assistant response:
false



Aligning Responses with regulations

[KernelFunction("AlignResponse")]
[Description("When the user ask for recommendations or you are recommending alhoholic beverages," 
             "use this function to analyze if you provide the recommendations or if you need to " 
      "modify it")]
public async Task<string> AlignResponse(Kernel kernel, string userQuestion, string response)
{

•Make sure that responses around recommendations are 
aligned with regulations

•Separate plugin to evaluate, approve/reject or provide 
suggestions



Align Response Prompt

Part of system prompt

---------------------------------

# Rules
- The response has to be grounded in the references

- The response is OK if it is a recommendation with relevant references.

- The response must NOT encourage consumption of alcohol. 

- The recommendation can only be given as a general advice, not as a personal advice.

- The only products that can be mentioned are the ones mentioned in the references.

- The response is OK if it is not a recommendation and the references are relevant and correctly summarized.

- If the users question is not answered with an advice about the topic then it is ok to respond.



Feedback Loop - Insights



Feedback Loop – Missing Content



Azure Open AI Load Balancing (with PTU)

API

Subscription 1

Azure OpenAI Endpoint 

(PTU)

Subscription 2

Azure OpenAI Endpoint

Subscription X

Azure OpenAI Endpoint



Monitoring



•Not every user message should trigger a RAG search
• Out-of-scope topics

• Follow-up questions

• Smalltalk

•Combination of system prompt and plugin description

To search or not to search…



To search or not to search…

public class SearchKnowledgebasePlugin
{
  [KernelFunction("search_knowledgebase")]
  [Description("Search for information in the Systembolaget knowledgebase in order to answer the user")]
  public async Task<SearchResponseMessage> Search(Kernel kernel,
       [Description("User problem or question intent in swedish")] string searchQueryIntent)
 {
     //Code
 }



AlignResponse Plugin

Semantic 

Kernel

Search

Modified

Response

Azure OpenAI

AlignResponse

2. POST /chat/completions

5. Call Plugin(question, response)

The response is OK

…

The response is OK if it is modifed. 

Suggested modification: …..

The response is not OK because..

3. Call SearchPlugin(intent) 4. POST /chat/completions

Question

7. Generate

1. GetChatCompletion(question)

6. POST /chat/completions



Performance



•Quota per subscription/region

•TPM

• Tokens Per Minute

• One minute window

•RPM

• Requests per Minute

• 1000 TPM = 6 RPM

•Context size limits per model

Azure OpenAI Service
Quota & Rate Limiting



Deployment

type

Offer type

Service

Azure OpenAI Deployment Types

Azure OpenAI 

Service Offerings

Standard/PayGo

(Tokens)

Provisioned

(PTU)

Global
Global

Managed
GlobalData Zone Data Zone

Data Zone

Managed

Batch



Azure Open AI Load Balancing

API

Subscription 1

Azure OpenAI Endpoint

Subscription 2

Azure OpenAI Endpoint

Subscription X

Azure OpenAI Endpoint

Round Robin



Duration distribution



Duration distribution



•Predictable performance
• Max latency & throughput

•Reserved processing capacity

•Calculate/evaluate cost

Provisioned Throughput Units (PTU )





Common Patterns for Agentic Systems

Agents

Agents can be used for open-ended problems where it’s 
difficult or impossible to predict the required number of 

steps, and where you can’t hardcode a fixed path.



Agent Patterns



Intro (Jakob)
•General about LLM and RAG solutions

•Anonymized Customer Case
o ”Systembolaget”

•Challenges
o Content / Search Index
o Hallucinations
o Groundedness
o Aligning with policies and regulations
o Testing
o Understanding domain/business
o Performance

Solution (Jakob)
•Overall architecture

o Semantic Kernel
• Plugins/prompts

o Storage
o AI Search
o Azure OpenAI

• Deployment types
• Load balancing

Responsible AI (Robert)
•Process

o Reference data
o Synthetic data

•AI Evaluations
o Similarity, Groundedness, Relevance etc
o Custom evaluators
o Manual/automated

•Responsible AI
o Content Filters
o Content Safety (jailbreaks)

Feedback Loop (Jakob)
•Understanding user feedback
•Missing content

Telemetry/Insights
•Monitoring/alerts

o Cost
o Safety
o Performance

Lessons learned (Jakob/Robert)
•Prompt engineering
•Importance of Indexing content 

o Really affects quality
•Latency issues/PTU/scale out

DEMO(S)
•AI orchestration flow/plugins

•AI critic
o Modifying answer on the fly

•AI Evaluations
o AI Foundry
o Custom evaluator

•Feedback loop
o Excel sheet?

•(Azure OpenAI monitoring
o Token consumption)



Agentic Systems

Workflows are systems where LLMs and tools are orchestrated 
through predefined code paths.

Agents, on the other hand, are systems where LLMs dynamically 
direct their own processes and tool usage, maintaining control over 
how they accomplish tasks.

https://www.anthropic.com/engineering/building-effective-agents



Common Workflow Patterns

Orchestrator-workers

RoutingPrompt chaining

Evaluator-optimizer



Common Patterns for Agentic Systems

Agents

Agents can be used for open-ended problems where it’s 
difficult or impossible to predict the required number of 

steps, and where you can’t hardcode a fixed path.
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